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What the insurance industry is 
expecting GenAI to do

Enhanced Risk Assessment

AI enables virtual agents to support or undertake exposure quantification and cybersecurity 

recommendations, enhancing the accuracy and efficiency of risk assessment processes.

Improved Incident Monitoring and Claims Processing

AI streamlines incident monitoring, accelerates claims processing, and ensures faster responses 

to policyholders, enhancing operational efficiency and customer satisfaction.

Advanced Data Analytics and Operational Efficiency

AI facilitates advanced data analytics, predictive modeling, and telematics, optimizing 

underwriting processes, fostering client relationships, and enhancing operational efficiency 

across the insurance value chain.

Industry Objectives



GenAI in Cyber Underwriting
Looking back at the beginnings



GENAI IN CYBER INSURANCE - LOOKING BACK ONE YEAR
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CYBER UNDERWRITING – TODAY VS. TOMORROW
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90 -120 minutes 5-10 minutes



LET ME TAKE YOU ON A JOURNEY
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LET ME TAKE YOU ON A JOURNEY
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Is a PAM tool used (e.g., 
CyberArk)? Are features like 
session monitoring, just-in-time 
access, password management, 
etc., utilized? Yes

Do Domain Admin Accounts 
require MFA (Multi-Factor 
Authentication)? Yes

Is MFA used for all access by 
privileged accounts without the 
possibility of bypassing the MFA 
solution by using admin access 
tools such as PsExec or Remote 
Powershell?

No

Are Domain Admin Accounts 
managed and monitored through 
Just-in-Time access, being time-
limited and requiring approvals to 
enable privileged access? Yes

Mosaic Questionnaire

Copy & Paste



LET ME TAKE YOU ON A JOURNEY

8Strictly Private & Confidential

Not fully answered



LET ME TAKE YOU ON A JOURNEY
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Not answered at all.



LET ME TAKE YOU ON A JOURNEY
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SUBJECTIVITIES AS A SERVICE



GenAI in Cyber Underwriting
Where we are today



MOSAIC IS USING SIXFOLD’S AI TO INCREASE EFFICIENCY FOR UNDERWRITERS IN A 
COMPETITIVE MARKET

Broker Email Runs Case UW Review

● Mosaic UW receives case from 

Broker

● Case has multiple 

supplemental applications, loss 

runs and details in the body of 

the text

● Mosaic UW sends submission 

into their dedicated 

environment of Sixfold

● Sixfold ingests the case and 

extracts relevant information 

based on Mosaic’s risk 

appetite

● Sixfold performs a public web 

search for the business

● All information across public 

and submitted resources are 

summarized

● UW reviews case details 

● UW can review source 

documents to verify the 

accuracy of the data

● UW makes decision on the risk 

and emails broker

● UW provides feedback to 

Sixfold to improve models

1 2 3

Mosaic selected Sixfold for the 

following capabilities:

● Summarization of submissions to 

identify and prioritize best risks 

most likely to bind

● Efficient review of submissions to 

assess risk factors

● Streamlined follow-ups with 

brokers of missing information

High level workflow



● Overall Risk Signal matching to 

appetite

● Separate risk factors matching to 

good/bad risk

UWS SEE HIGH LEVEL RISK DETAILS

1

2

1

2



● Clickable details on why signal 

was flagged

UWS SEE HIGH LEVEL RISK DETAILS
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UWS HAVE ALL KEY DETAILS ON THE UI OR VIA API TO THEIR WORKBENCH
Each card provides details on each risk factor



UWS HAVE ALL KEY DETAILS ON THE UI OR VIA API TO THEIR WORKBENCH

Data is sourced by document and page



Found key information 

across all the 

documents saving 

underwriter time

UWS HAVE ALL KEY DETAILS ON THE UI OR VIA API TO THEIR WORKBENCH



ADDRESSING DATA PRIVACY

Sixfold’s Base Models
● Never trained on customer data.

● Trained only on synthetic and public data.

Customer Environment
● Isolated environment created for each customer.

● Ensures complete data separation and security.

Customer Data Protection
● Customer models, data, and guidelines never leave 

the isolated environment.

● Data encryption in transit and at rest.

● Certified secure: SOC 2 Type 2, HIPAA, GDPR.

Compliant 
● Controls for hallucinations

● Full data traceability and lineage

● Consistent regulatory reviews

MOSAIC UW GUIDELINES 

MOSAIC FEEDBACK/INPUT 

COPY OF BASE MODELS (e.g., 
“CUSTOMER MODELS”)

SIXFOLD’S 

BASE MODELS 

SINGLE TENANT 
ENVIRONMENT 



SUMMARY - KEYS TO SUCCESS

20FOOTER (OPTIONAL)

Tailored Training and Fine-Tuning:

Enhance the model's relevance by fine-tuning it on domain-specific cyber 
insurance data. Regularly update with the latest data to keep the model 
current in the fast-evolving cyber landscape.

Integrative Approach with Human Expertise

Use language models to complement, not replace, human underwriters, 
ensuring a blend of speed and expertise. Establish feedback loops with 
experts to continually refine the model's accuracy.

Robust Data Management and Security

Implement stringent protocols to safeguard sensitive information fed into 
the model. Adopt explainable AI techniques to provide clarity on the 
model's decisions, fostering stakeholder trust.

1

2
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Technology E&O
Main Challenges and Outlook



Mitigates financial risks and is 

often required by corporate or 

governmental clients.

Essential for software developers, 

IT consultants, hardware 

manufacturers, freelancers, and 

tech service providers.

Includes financial loss claims, legal 

defense costs, negligence, and 

data breach protection.

Introduction to Technology E&O

A specialized insurance for the 

tech sector, covering errors, 

omissions, or negligence in 

services or products.

Coverage DetailsDefinition of Technology 
E&O

Who Needs Technology 
E&O?

Importance of Technology 

E&O



AI tools used for financial, legal, or technical advice 

can lead to significant errors, increasing exposure to 

claims if the advice is flawed.

AI-Driven Advice Risks

AI-generated outputs may result in incorrect 

recommendations, which can lead to substantial 

financial losses for clients and liability for firms.

Wrong Outputs

The intricate nature of AI-generated insights, 

especially in research or client-facing work, can lead 

to errors due to biased or incomplete data.

Complexity of AI Interpretations

Mosaic validates AI models rigorously, ensures 

compliance with regulations, and assesses the quality 

of data sources to mitigate risks.

Mosaic's Considerations

Risk Assessment

Evaluating AI Risks in Professional Services



Potential Claims and Liabilities

Financial Losses and Legal Liabilities

Regulatory Claims and Generative AI Risks

• AI system malfunctions can lead to significant financial losses for businesses.

• Legal liabilities may arise from personal injury or property damage caused by AI errors.

• Organizations may face lawsuits due to negligence in AI system deployment.

• Regulatory fines exemplified by Westpac's AUD $1.3 billion penalty for AI errors.

• Generative AI poses risks of intellectual property infringement and employment-related bias.

• Cybersecurity breaches and AI-facilitated cybercrime increase liability exposure for 
organizations.

Claims and Liabilities



Potentially Liable Parties in AI-Related Claims

AI System Providers Training Data Creators End Users

These entities are responsible for the creation, 

design, engineering, installation, and 

maintenance of AI systems, and may be held 

liable for system failures.

Individuals or organizations that curate the 

datasets used to train AI models can be liable if 

the data is flawed or contains biases that lead to 

adverse outcomes.

Organizations or individuals who utilize AI 

systems in their operations can face liability if 

they fail to implement adequate oversight and 

risk management.

Liability



Regulatory Trends

Introduction to the EU Artificial Intelligence Act

The EU AI Act aims to promote 
responsible and trustworthy AI 
usage.

Unifying AI regulation across the EU 
single market with extraterritorial 
implications.

Introducing a tiered compliance 
framework with detailed 
requirements for high-risk AI 
systems.

Ethical AI Goals
Scope & Impact Compliance Framework

Crucial for business leaders to 
understand the AI Act complexities 
and establish effective AI 
governance for compliance.

Business Implications

Setting a standard for ethical AI practices in 
the international community

Consistent standards and compliance 
measures for AI systems impacting EU 
citizens globally

Ensuring compliance with specific deadlines 
for different AI system categories

Mitigating non-compliance risks and 
ensuring trustworthy AI use within 
organizations



Classification of AI Systems

Prohibited AI Systems High-Risk AI Systems Minimal Risk AI Systems

AI systems that are strictly prohibited 

due to their potential for harm, including 

social scoring and predictive policing.

AI systems with notably high risks, such 

as those used in recruitment processes 

and biometric surveillance.

AI systems with minimal risk, including 

chatbots and content creation tools.

AI Classification



EU Product Liability Directive and Generative AI

The revised EU Product Liability Directive now 

encompasses software and digital products, 

addressing safety expectations, liability for 

updates, and a broader scope of responsibility. 

This change signifies enhanced scrutiny over 

generative AI software, focusing on 

cybersecurity, mandatory updates, and 

expanded liability. Manufacturers must disclose 

evidence upon request, with a presumption of 

defect if failed, setting a new precedent in 

product liability law.

Regulatory Trends



Removing Bias from AI in Tech E&O

• Contractual language often fails to address the nuances of AI bias, potentially leaving 

organizations vulnerable to litigation when AI decisions lead to unfavorable 

outcomes.

• Algorithmic bias can persist in AI systems due to biased training data or flawed model 

design, leading to discriminatory practices that may not be easily identifiable.

• Litigation risks are heightened as plaintiffs may target multiple parties involved in an 

AI project's lifecycle, complicating liability issues and increasing defense costs.

• Key considerations include rigorous testing for bias in AI tools, especially in sensitive 

areas like hiring and lending, and implementing transparent decision-making 

processes.

Bias Management



Professional Services Risk Management & Compliance

Governance of AI-Driven Advice

Firms must implement clear governance frameworks that document the use of AI in professional 

services, ensuring accountability and oversight in AI-generated recommendations.

Data Management & Professional Liability

Effective data management practices are critical to protect client information. Firms should verify 

the accuracy of AI outputs and maintain human oversight to mitigate liability risks.

Incident Response for AI-Related Errors

Establish contingency plans for addressing faulty AI outputs, including protocols for assessing 

liability and communicating with affected parties when errors occur.

Governance



Cybercrime & AI
Trends



IT WON‘T JUST BE USED FOR GOOD…

32Strictly Private & Confidential



Deepfakes are increasingly used in scams to 

impersonate individuals, leading to fraud and 

misinformation.

Voice-cloning technology allows 

cybercriminals to create convincing audio 

mimics of individuals, facilitating scams and 

deception.

Cybercrime has become professionalized, with 

RaaS platforms enabling less-skilled criminals 

to launch complex attacks easily.

Deepfakes in Scams Voice-Cloning Techniques

Ransomware-as-a-Service (RaaS)

Healthcare, education, and government 

sectors are increasingly targeted due to their 

often inadequate cybersecurity measures.

Targeted Attacks on Critical Sectors

Generative AI models enable sophisticated 

phishing attacks, creating personalized 

messages that increase success rates.

AI-Based Attacks

The combination of AI tools in cybercrime 

represents a rapidly evolving threat landscape, 

demanding heightened security measures.

Emerging Threat Landscape

Cybercrime

AI-Driven Cybercrime



AI's Double-Edged Sword in Cybercrime

+ Prompt injection attacks exploit AI's capacity to interpret 
hidden commands in text or images, enabling attackers to 
manipulate AI outputs.

+ Customizable AI models allow cybercriminals to develop 
personalized chatbots that enhance the sophistication and 
automation of their attacks.

+ AI tools can generate highly convincing phishing messages, 
increasing the likelihood of successful social engineering 
attacks.

Innovative Attack Strategies

− AI-generated code may prioritize functionality over 
security, leading to vulnerabilities such as SQL injections 
and hard-coded credentials.

− Hallucinations in AI models can produce incorrect or 
fabricated data, which attackers can leverage to create 
misleading or harmful content.

− The rapid evolution of AI capabilities can outpace security 
measures, making it challenging for organizations to 
defend against emerging threats.

Risks of AI-Generated Content

Cybercrime



Disinformation-as-a-Service (DaaS)

Weaponizing Misinformation and Its Impact

Misinformation in Elections and Corporate Vulnerabilities

• DaaS platforms facilitate the rapid spread of fake news, impacting public sentiment and trust.

• Misinformation can lead to significant financial losses for corporations due to damaged 
reputations.

• Companies can face legal challenges and crisis management costs stemming from 
disinformation campaigns.

• Deepfakes and AI-generated content are increasingly utilized to manipulate public opinion during 
elections.

• Corporate leaders are prime targets for deepfake attacks, risking misinformation during critical events like 
earnings calls.

• False information can disrupt stock prices and lead to regulatory scrutiny, affecting overall business 
operations.

Cybersecurity Risks



The Rise of Malicious AI Tools

WormGPT

FraudGPT

WormGPT is an advanced AI model that specializes in creating polymorphic 

malware. This type of malware is engineered to continuously change its code 

and behavior, making it extremely difficult for traditional security systems to 

detect and neutralize. With each attack, WormGPT modifies its signature, 

allowing it to bypass detection mechanisms and maintain persistence within 

targeted systems, posing a significant threat to cybersecurity.

FraudGPT is a sophisticated AI tool that automates the generation of highly 

convincing phishing emails and deceptive messages. By leveraging natural language 

processing, it crafts personalized communications that can easily trick individuals 

into revealing sensitive information. This tool enhances the efficiency of 

cybercriminals by streamlining phishing campaigns, making social engineering tactics 

more effective than ever before, and increasing the overall risk of data breaches and 

identity theft.



IT WON‘T JUST BE USED FOR GOOD…
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IT WON‘T JUST BE USED FOR GOOD…
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LET‘S DO SOME SOCIAL ENGINEERING TOGETHER
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CV on LMU website



Thank You!
Any Questions?
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